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Abstract

Numerous traditional Clustering algorithms for uncertita have been proposed in the literature su
k-medoid, global kernel k-means, k-mode, u-rule, uk-meagaritim, Uncertainty-Lineage database,
Fuzzy c-means algorithm. In 2003, the traditional partitiomlogtering algorithm was also modified by
Chau, M et al. to perform the uncertain data clustefingy presented the UK-means algorithm as a case
study and illustrate how the proposed algorithm was appiéth the increasing complexity of real-
world data brought by advanced sensor devices, thegvedlithat uncertain data mining was |an
important and significant research area. The purpose sfpder is to present a literature study| as
foundation work for doing further research on traditionastering algorithms for uncertain data, as part
of PhD work of first author.
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1 Introduction

Aynur Dayanik, Craig G. Nevill-Manning [1,2] have proposgclustering approach by exploiting the
relational structure of biological data to help with tiext step: to enhance understanding of the data by
combining techniques from information retrieval with those frbiminformatics. By computing over a
network of sequence-structure-literature relationships ipdssible to infer clusters of related articles,
sequences and structures. They describe the generawfoaknand its application to several biological
domains. In the same year they proposed a uncertain verstbe lehnonymity model which is related to
the well known deterministic model kfanonymity for the problem of privacy-preserving data ngniMost
privacy transformations use some form of data peatioh or representational ambiguity in order to reduce
the risk of identification. The final results from proyatransformation methods often require the underlying
applications to be modified in order to work with thevneepresentation of the daté/hile the results of
privacy-transformation methods are a natural form of uaitedata, the two problems have generally been
studied independently. The uncertain version of kkenonymity model has the additional feature of
introducing greater uncertainty for the adversary over anvalgat deterministic model. As specific
instantiations of this approach, we test the effectivemdghe privacy transformation on the problems of
query estimation and classification, and show that thbnique retains greater accuracy than otker
anonymity models.

2 Experimental Study

M. Steinbach, G. Karypis, V. Kumar [3] have presented rémuilts of an experimental study of some
common document clustering techniques: agglomerative hiecatatiustering and K-means. They used
both a “standard” K-means algorithm and a “bisecting” K-medgsrithm. Their results indicate that the
bisecting K-means technique is better than the standard K-mapgnsach and (somewhat surprisingly) as
good or better than the hierarchical approaches thatéisesdt Y. Zhao and G. Karypis [4] have proposed a
method that evaluates the performance of different rmitefunctions in the context of partitioning
clustering algorithms for document datasets. Their stumplves a total of seven different criterion
functions, three of which are introduced in their method andtfmirhave been proposed in the past. They
presented a comprehensive experimental evaluation involGmtifferent datasets, as well as an analysis of
the characteristics of the various criterion functions amir thffect on the clusters they produce. Their
experimental results show that there are a set of critéuimtions that consistently outperform the rest, and
that some of the newly proposed criterion functions tedtie best overall results. Their theoretical analysis
shows that the relative performance of the criterion funstidepends on (i) the degree to which they can
correctly operate when the clusters are of different tiggg, and (ii) the degree to which they can lead to
reasonably balanced clusters.

2.1 New weighted dissimilarity measure for K-modes

S. Aranganayagi and K. Thangavel [5] proposed a new tegighissimilarity measure for K-Modes, based
on the ratio of frequency of attribute values in theteluand in the data set. The new weighted measure is
experimented with the data sets obtained from the UCI éatssitory. The results are compared with K-
Modes and K-representative, which show that the new megsugzates clusters with high purity. Arindam
Banerjeegt al. [6,7] have proposed and analyzed parametric hadtdsadt clustering algorithms based on a
large class of distortion functions known as Bregman divergerithe proposed algorithms unify centroid-
based parametric clustering approaches, such as cldssieahs, the Linde-Buzo-Gray (LBG) algorithm
and information-theoretic clustering, which arise by sgechoices of the Bregman divergence. The
algorithms maintain the simplicity and scalability of tassical k-means algorithm, while generalizing the
method to a large class of clustering loss functiortes Ts achieved by first posing the hard clustering
problem in terms of minimizing the loss in Bregman inforomatia quantity motivated by rate distortion
theory, and then deriving an iterative algorithm that mamictlly decreases this loss. In addition, they
show that there is a bijection between regular exponeatialiés and a large class of Bregman divergences,
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that they call regular Bregman divergences. This resuoétbles the development of an alternative
interpretation of an efficient EM scheme for learning mixdus&exponential family distributions, and leads
to a simple soft clustering algorithm for regular Bregndivergences.

2.2 Hierarchical density-based clustering algorithm

Hans-Peter Kriegal and Martin Pfeifle [8] have propokétarchical density-based clustering algorithm
OPTICS (Ordering Points To Identify the Clustering Suite) has proven to help the user to get an
overview over large data sets. When using OPTICS for zimglyuncertain data which naturally occur in
many emerging application areas, e.g. location basedcesrwir sensor databases, the similarity between
uncertain objects has to be expressed by one numericaladistalue. Based on such single-valued distance
functions OPTICS, like other standard data mining aflgors, can work without any changes. They
proposed to express the similarity between two fuzzy tbjeg distance probability functions which assign
a probability value to each possible distance value. Cortivathe traditional approach, they do not extract
aggregated values from the fuzzy distance functions but enl@RT¢CS so that it can exploit the full
information provided by these functions. The resulting algorf@@®TICS helps the user to get an overview
over a large set of fuzzy objects.

2.3 Probabilistic formulations of frequent item sets

Thomas Bernecker, Hans-Peter Kriegel, Matthias RenzjaRloverhein and Andreas Zuefle [9] have
proposed new probabilistic formulations of frequent item dmtsed on possible world semantics in
Uncertain transactional databases. The consideration oémtiégdtuncertainty of item (sets), indicating the
probability that an item (set) occurs in a transaction, esakaditional techniques inapplicable. In this
probabilistic context, an itemset X is called frequenthi# probability that X occurs in atleast minSup
transactions is above a given thresholth consideration of the probabilistic formulations,ythEesent a
framework which is able to solve the Probabilisticerent Itemset Mining (PFIM) problem efficiently.

2.4 Two-layer approach for modeling and indexing technique

Das Sarma A., Benjelloun O., Halevy A. and Widom J. [1PpHave proposed a two-layer approach for
modeling and querying the uncertain data: an underlyingdbgiodel that is complete, and one or more
working modelghat are easier to understand, visualize, and qleetymay lose some information. They
explore the space of incomplete working models, place sewérdiem in a strict hierarchy based on
expressive power, and study their closure properties. Thegride how the two-layer approach is being
used in our prototype DBMS for uncertain data, and they iigemthumber of interesting open problems to
fully realize the approach. Samir N. Ajani and Prof.ngash Wanjari [12-15] have proposed indexing
technique for clustering the uncertain dataset. Probalilénsity Functions (PDF) is used to represent
uncertain data objects. It has been observed that if tteedhg algorithm is combined with indexing
method then the clustering of uncertain data objectbeatone very easily. They proposed a plan in which
a K-means algorithm is used with Voronoi Diagram and indexiethad to increase the performance of K-
Means algorithm. In future this proposed plan can be implexddotprove the increased performance of K-
Means algorithm. Voronoi diagram is an important techniqueaf@mwering nearest-neighbor queries for
spatial databases. To improve the performance of k-Mehiss,atgorithm is combined with Voronoi
diagram. They also studied how the Voronoi diagram can &g @is uncertain data, which are inherent in
scientific and business applications.

2.5 Quadr atic penalty-vector regularization and fuzzy c-meansalgorithm

Y. Endo, Yasunori Endo, Yasushi Hasegawa, Yukihiro, Hamasuna acti Xanzawa [16-21] have
proposed clustering algorithm for uncertain data using quagratialty-vector regularization and fuzzy c-
means algorithm. This method provides optimization and halgbtaining an optimal solution to handle
uncertainty appropriately. The data uncertainties hava begresented as interval ranges for which many
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clustering algorithms are constructed, but the lack of guekein selecting available distances in individual
cases has made selection difficult and raised the needafgs to calculate dissimilarity between uncertain
data without introducing a nearest-neighbor or other distareey used tolerance concept which represents
uncertain data as a point with a tolerance vector,asan interval, while this is convenient for handling
uncertain data, tolerance-vector constraints make mattwainaevelopment difficult. So, they attempted to
remove the tolerance-vector constraints using quadratictpesgator regularization. The effectiveness was
verified in numerical examples and derived appropriate perefficient Wk corresponding to data
distribution for individual algorithms.

2.6 Approximation by single Gaussian and CURE

Lurong Xiao and Edward Hung [22] have proposed an efficieethod Approximation by Single Gaussian
(ASG) to calculate the expected distance by a funafahe means and variances of samples of uncertain
objects. In the tasks such as clustering or nearest-neighieoies, expected distance is often used as a
distance measurement among uncertain data objects.idnatlilatabase systems store uncertain objects
using their expected (average) location in the data spgdistances can be calculated easily from the
expected locations, but it poorly approximates the real expetitt@ince values. Recent research work
calculates the expected distance by calculating the vesighterage of the pair-wise distances among
samples of two uncertain objects. However the pair-distance calculations take much longer time than
the former method. Theoretical and experimental studies shawA8ta has both advantages of the latter
method’s high accuracy and the former method’s fastuiaertime. They suggested that ASG plays an
important role in reducing computational costs significantlguery processing and various data mining
tasks such as clustering and outlier detection. S. GuhRa&ogi, and K. Shim [23-25] have proposed a
new clustering algorithm called CURE (Clustering using Bsgntatives) that is more robust to outliers, and
identifies clusters having non-spherical shapes and wide neagain size. CURE achieves this by
representing each cluster by a certain fixed nhumbeoioitp that are generated by selecting well scattered
points from the cluster and then shrinking them toward the centétre cluster by a specified fraction.
Having more than one representative point per cluster alfoWRE to adjust well to the geometry of non-
spherical shapes and the shrinking helps to dampen the effenifliers. To handle large databases, CURE
employs a combination of random sampling and partitioning.nélam sample drawn from the data set is
first partitioned and each partition is partially clusterele Partial clusters are then clustered in a second
pass to yield the desired clusters. Their experimeatailts confirm that the quality of clusters produced by
CURE is much better than those found by existing algorittfughermore, they demonstrate that random
sampling and partitioning enable CURE to not only outperforntiegiglgorithms but also to scale well for
large databases without sacrificing clustering quality.

2.7 Robust hierarchical clustering algorithm and t'K-means algorithm

S. Guha, R. Rastogi, and K. Shim [26] have proposed a olewst hierarchical clustering algorithm ROCK
(Robust Clustering using linKs) for data with boolean eatigorical attributes. They show that traditional
clustering algorithms that use distances between paintsldistering are not appropriate for boolean and
categorical attributes. Instead, they propose a novel comfdmks to measure the similarity/proximity
between a pair of data points. Their methods naturaligneixto non-metric similarity measures that are
relevant in situations where a domain expert/similaebye is the only source of knowledge. In addition to
presenting detailed complexity results for ROCK, thepdumted an experimental study with real-life as
well as synthetic data sets to demonstrate the eféwiss of their techniques. For data with categorical
attributes, their findings indicate that ROCK not only generdtetter quality clusters than traditional
algorithms, but it also exhibits good scalability propsttiglichael Chau et a[27] have implemented the
t'K-means algorithm, which aims at improving the accuracy aéteting by considering the uncertainty
associated with data. Although in their paper, they @ngsented clustering algorithms for uncertain data
with uniform distribution, the model was generalized tdeot distribution (e.g., by using sampling
techniques). They also suggested that their concept ofj uskpected distance was applied to other



Sathappan et al.; BIMCS, 21(5): 1-21, 2017; ArtimteBIJMCS.32697

clustering approaches (such as nearest neighbor clusterirgglimiganizing maps) and other data mining
techniques (such as data classification).

2.8 Extension of the density-based algorithm

Volk Habich, Clemens Utzny, Ralf Dittmann and Wolfgang LeH28r30] have proposed an error-aware
extension of the density-based algorithm DBSCAN. They egpihis method especially in the field of
photomask and semiconductor development. In this area, elgtasensor data, has to be collected and
analyzed for each process in order to ensure processyqlralrthermore, they presented some quality
measures which could be utilized for further interpretatbrthe determined clustering results. With this
new cluster algorithm, we can ensure that masks assified into the correct cluster with respect to the
measurement errors, thus ensuring a more likely atioel between the masks. The approach have
developed a technique which extends the support vectorifickssn (SVC) by incorporating input
uncertainties. Kernel functions was used to generalizeptiopbsed technique to non-linear models and the
resulting optimization problem was a second order cone progrdma unique solution. Hae-Sang Park and
Chi-Hyuck Jun [31-34] proposed a new algorithm for K-medaliglorithm. It is a classical partitioning
method to cluster the data. A partitioning clusteringhoetorganizes a set of uncertain data into K number
of clusters. Their proposed algorithm calculates the distaxatex once and uses it for finding new medoids
at every iterative step. To evaluate the proposed #igorithey use some real and artificial data sets and
compare with the results of other algorithms in term#$iefadjusted Rand index. Experimental results show
that this algorithm takes a significantly reduced time imgotation with comparable performance against
the partitioning around medoids.

2.9 Uncertainty-lineage database

Benjelloun et al. [35] proposed Uncertainty-Lineage Daseb(ULDB) which uses database with both

uncertainty and lineage for clustering uncertain data. la ol@nagement applications, the influence of data
source is an important factor that should be accouni#tang J. and Mani |. [36-38] have described an
application of simple kNN approach to a novel classifisaproblem with an unbalanced class distribution.

They empirically study the effects of under-samplimgtbe k nearest neighbour (kNN) approach. Their
experimental results show that the KNN method is sensitimerntber of negative examples selected and the
random selection of negative examples works better than sglection methods. Chau, M., Cheng, R., and
Kao, B. [39-41] proposed a framework new research dire@iemcertain data mining. They proposed that

when data mining is performed on uncertain data, data uncertaistyo be considered in order to obtain

high quality data mining results. They presented the UK-medunstering algorithm as an example to

illustrate how the traditional K-means algorithm can be medlifo handle data uncertainty in data mining.

2.10 Traditional SVM classifier

Jinbo Bi and Tong Zhang [42] have adapted the traditiovdl 8lassifier to the uncertain data. They
presented a general statistical framework to tachée groblem of noisy data. Based on the statistical
reasoning, they proposed a formulation of support vectosifitagion, which allows uncertainty in input
data. They derived an intuitive geometric interpretatibthe proposed formulation, and develop algorithms
to efficiently solve it. Empirical results were inclubi® show that the newly formed method was superior to
the standard SVM for problems with noisy input. After twark, researchers tried to modify the various
classification algorithms for uncertain data. Lamis Haha Their approach is derived from the ordered
attribute trees method, proposed by Lobo and Numao, whictshaildecision tree for each attribute and
uses these trees to fill the missing attribute valliesir method takes into account the dependence between
attributes by using Mutual Information. The result of thessification process is a probability distribution
instead of a single class. They explain their approach, ere ghesent tests performed of our approach on
several real databases and we compare them with tivese loy Lobo’s method and Quinlan’s method.
They also measure the quality of our classificationltesFinally, they calculate the complexity of our
approach and we discuss some perspectives. Zufle A., Efricechmid K. A., Mamoulis N., Zimek A.
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and Renz M. [43-45] have proposed a framework that t&rtfee problem of computing meaningful

clusterings from uncertain data sets, based on possdrldsvsemantics; when applied on an uncertain
dataset, it computes a set of representative clusterags of which has a probabilistic guarantee not to
exceed some maximum distance to the ground truth clusterang the clustering of the actual (but

unknown) data. This framework can be combined with anstiegi clustering algorithm and it is the first to

provide quality guarantees about its result. In additionr tegperimental evaluation shows that their

representative clusterings have a much smaller devidfitton the ground truth clustering than existing

approaches, thus reducing the effect of uncertainty.

2.11 Data model

Barbara, D., Garcia-Molina, H. and Porter D. [46] daleveloped a data modéhkt includes probabilities
associated with the values of the attributes. The natfomissing probabilities is introduced for partially
specified probability distributions. This model offers a eicdescriptive language allowing the database to
more accurately reflect the uncertain real world.bRhilistic analogs to the basic relational operators are
defined and their correctness is studied. A set of eperghat have no counterpart in conventional relational
systems is presented. P. Langley, Wayne. Iba, and Knp$an [47] presented an average-case analysis of
the Bayesian classifier, a simple induction algorithat tfares remarkably well on many learning tasks.
Their analysis assumes a monotone conjunctive target corgeght,independent, noise-free Boolean
attributes. They calculate the probability that the atbori will induce an arbitrary pair of concept
descriptions and then use this to compute the probabilitpméct classification over the instance space.
The analysis takes into account the number of trainirtgrices, the number of attributes, the distribution of
these attributes, and the level of class noise. Theyexislore the behavioral implications of the analysis
presenting predicted learning curves for artificial dormaand give experimental results on these domains
as a check on our reasoning. Tian Zhang, Raghu Ramakrishdaviieom Livny [48,49] have proposed a
data clustering method named BIRCH (Balanced lterativauéted and Clustering using Hierarchies), and
demonstrates that it is especially suitable for vargd databases. BIRCH incrementally and dynamically
clusters incoming multi-dimensional metric data pointe'ydo produce the best quality clustering with the
available resources (i. e., available memory and timestcaints). BIRCH can typically find a good
clustering with a single scan of the data, and improvejuladity further with a few additional scans. BIRCH
is also the first clustering algorithm proposed in thallase area to handle “noise)’ (data points that are not
part of the underlying pattern) effectively.

2.12 Hybrid fuzzy clustering method

Hesam lzakian, Ajith Abraham, Vaclav Snasel [50] hpraposed a hybrid fuzzy clustering method based
on FCM and fuzzy PSO (FPSO) is proposed which make fufiee anerits of both algorithms. Fuzzy c-
means (FCM) algorithm is one of the most popular fuzegtering techniques because it is efficient,
straightforward, and easy to implement. However FCIgeissitive to initialization and is easily trapped in
local optima. Particle swarm optimization (PSO) is @clsastic global optimization tool which is used in
many optimization problems. Experimental results show theit proposed method is efficient and can
reveal encouraging results. Charu C. Aggarwal [51-53] hasstied the problem of projected clustering of
uncertain data streams. The use of uncertainty is esgetighortant in the high dimensional scenario,
because the sparsity property of high dimensional datggeated by the uncertainty. The uncertainty
information is important for not only the determination af #ssignment of data points to clusters, but also
that of the valid projections across which the data isiraby clustered. The problem is especially
challenging in the case where the data is not availabldistnand arrives in the form of a fast stream. In
such cases, the one-pass constraint in data stream computatisnspesial challenges to the algorithmic
sophistication required for incorporating uncertainty informatito the high dimensional computations.
They have shown that the projected clustering problem can éetiedly solved in the context of uncertain
data streams.
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2.13 Generalization of the k-median problem

Ackermann M.R., Blomer J. and Sohler C. [54] have studiegharglization of the k-median problem with
respect to an arbitrary dissimilarity measure D. @Giaefinite set P of size n, our goal is to find a seifC
size k such that the sum of errors is minimized. Thkjorithm requires time®R™< 9™/ \where m is a
constant that depends only Brand D. Using this characterization, they obtain the fingiar time (1 +€)
approximation algorithms for the k-median problem in an @hjitmetric space with bounded doubling
dimension, for the KL (Kullback-Leibler) divergence &tbe entropy), for the Itakura-Saito divergence, for
Mahalanobis distances, and for some special cases of Bregmargedlices.Moreover, they obtain
previously known results for the Euclidean k-median problemthadEuclidean k-means problem in a
simplified manner. They explored the various modelizet for uncertain data representation. In the field
of uncertain data management, they examined traditionabas¢ management methods such as join
processing, query processing, selectivity estimatidtA®queries, and indexing. In the field of uncertain
data mining, they examined traditional mining problemshsas frequent pattern mining, outlier detection,
classification, and clustering. We discuss differeethndologies to process and mine uncertain data in a
variety of forms. Achtert E., Kriegel H.P., Reichkrt Schubert E., Wojdanowski, R. and Zimek A. [55,56]
demonstrated a visualization tool based on a unificatiautlier scores that allows to compare and evaluate
outlier scores visually even for high dimensional data.

2.14 Clustering data objects with location uncertainty

Ngai W. K., Kao B., Cheng R., Chau M., Lee S. D., CheuniyDand Yip K. Y. [57,58] have studied the
problem of clustering data objects with location unceryaifihey proposed pruning methods that are based
on metric properties (Met) and trigonometry (Tri) to spegu WK-means for clustering data with
uncertainty. They studied two pruning methods namely pre-congui&C) method which promotes reuse
of pre-computed values and the cluster shift (CS) methadutilizes calculations made during clustering.
In some cases the methods can prune more than 99.9% exgistdede calculations. In their model, a data
object is represented by an uncertainty region ovectwhi probability density function (pdf) is defined.
Romero C., Ventura S. and Espejo P.G. [59] have develapegdecific mining tool for making the
configuration and execution of data mining techniques eé&siénstructors. They have used real data from
seven Moodle courses with Cordoba University students. Theg h#so applied discretization and
rebalance preprocessing techniques on the original numeldtalin order to verify if better classifier
models are obtained. They also compare different data mmetfpods and techniques for classifying
students based on their Moodle usage data and the final maalseabin their respective courses. Finally,
they propose that a classifier model appropriate for edumedtiuse has to be both accurate and
comprehensible for instructors in order to be of use for ecimaking. Ben Kao, Sau Dan Lee, David W.
Cheung, Wai-Shing Ho and K. F. Chan [60,61] have preséhtedlustering algorithm based on Voronoi
diagrams to reduce the number of expected distancelai#dcuthat is the drawback of the UK-means
clustering algorithm. Their techniques were analyticahpven to be more effective than the basic
bounding-box-based technique previously known in the literaflirey introduced an R-tree index to
organize the uncertain objects so as to reduce pruning overfig®ysconducted experiments to evaluate
the effectiveness of their novel techniques. Finallyy thleowed that their techniques were additive and,
when used in combination, significantly outperform previouskyvkm methods.

2.15 Improved k-means algorithm

Shamir N Ajani [12] proposed the improved k-means algoritbrhandle the uncertainty data. Using the
synthetic dataset, it clusters the data first to flrehean value and then applying to the nearer mean value
in the cluster but it takes the large computation timeiendariation depends on the initial k-value. Hence
the indexing techniques are applied to the k-means digordand then the cluster generation time is
significantly reduced. Some of the problems associatéld aurrent clustering algorithms are that they do
not address all the requirements adequately, and need ilmghcomplexity when dealing with a large
number of dimensions and large data sets. This methodInises Cluster Centers Derived from Data
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Partitioning along the Data Axis with the Highest Variancagsign for cluster centroid. Experimental result
suggests that the proposed approach results in better elgstesiult when compared to the conventional
technique.

2.16 U-relations

Antova L., Jansen T., Koch C. and Olteanu D. [62] haveodioiced U-relations, a succinct and purely
relational representation system for uncertain databllsesations support attribute-level uncertainty using
vertical partitioning. If we consider positive relationagethra extended by an operation for computing
possible answers, a query on the logical level can be ttadslsto, and evaluated as, a single relational
algebra query on the U-relational representation. The ttaorslscheme essentially preserves the size of the
query in terms of number of operations and, in particalamber of joins. Standard techniques employed in
off-the-shelf relational database management systeneffargive for optimizing and processing queries on
U-relations. In their experiments they show that query etialuan U-relations scales to large amounts of
data with high degrees of uncertainty. Reynold Cheng, Ximi Sunil Prabhakar, Rahul Shah and Jeffrey
Scott Vitter [63] have proposed a method called Probabill$treshold Queries (PTQ) for clustering. They
address the efficient computation of these types of quddiegelop two index structures and associated
algorithms to efficiently answer PTQs. The first indechesme is based on the idea of augmenting
uncertainty information to an R-tree. They establish diféculty of this problem by mapping one-
dimensional intervals to a two-dimensional space, and shawthe problem of interval indexing with
probabilities is significantly harder than interval indexiwhich is considered a well-studied problem. To
overcome the limitations of this R-tree based stmagtthey apply a technique we call variance-based
clustering, where data points with similar degrees ofettamty are clustered together. They used an
extensive index structure can answer the queries foouskinds of uncertainty pdfs, in an almost optimal
sense. They conduct experiments to validate the superionmparfoe of both indexing schemes. Dhillon
I.S., Mallela S. and Kumar R. [64-66] proposed a new im&tion theoretic divisive algorithm for
feature/word clustering and apply it to text classtfma Feature clustering is a powerful alternative to
feature selection for reducing the dimensionality of texta.din comparison to the previously proposed
agglomerative strategies divisive algorithm is much famstel achieves comparable or higher classification
accuracies. They have shown that feature clustering isffantive technique for building smaller class
models in hierarchical classification.

2.17 Kernd k-means

Grigorios F Tzortzis and Aristidis C Likas [67-71] proposkd kernel k-means to handle the non-linearly
separable cluster data and independent of initial k-valudt llaees not support the large dataset. The fast
global kernel k-means algorithm supports the large séataWilliam. W. Cohen [72] have proposed
evaluation of the rule learning algorithm IREP (InceremeReduced Error Pruning) on a large and diverse
collection of benchmark problems. They show that while IREExtremely efficient, it frequently gives
higher error rates. They proposed a number of modificationthe IREP algorithm and found a new
algorithm called RIPPERK rule. It reduces error rate$ scales nearly linearly with the number of training
examples, and can efficiently process noisy datasets icimgtahundreds of thousands of examples.
RIPPERK rule spilt the training datasets into growingaset pruning set. It uses the sequential covering
approach to extract rules from the data. The algorithm egttiaetrules one class at a time for a dataset. Let
(v1, ¥2, . . ., yn be the ordered classes according to their frequencheseyl is the least frequent class
andyn is the most frequent class. During #ib iteration, instances that belongyicare labeled as positive
examples, while those that belong to other classes aredahglnegative examples. A rule is desirable if it
covers most of the positive examples and none of the negatiwveples.
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2.18 Probabilistic query evaluation

Cheng R., Kalashnikov D. and Prabhakar S. [73] have disdugrobabilistic query evaluation based upon
uncertain data. A classification of queries is made baped the nature of the result set. For each class,
they developed algorithms for computing probabilistic answ&rey address the important issue of
measuring the quality of the answers to these queries, andigralgorithms for efficiently pulling data
from relevant sensors or moving objects in order to improvejthéty of the executing queries. Extensive
experiments are performed to examine the effectiveness/efad data update policies. Shehroz S Khan and
Dr. Shri Kant [74,75] have proposed an approach to comptig imiodes for K-mode clustering algorithm
to cluster categorical data sets. Here, they utiliee idea of Evidence Accumulation for combining the
results of multiple clusterings. Initially, n + dimensional datas decomposed into a large number of
compact clusters; the K-modes algorithm performs thieuposition, with several clusterings obtained by
N random initializations of the Kmodes algorithm. The modess tobtained from every run of random
initializations are stored in a Mode-Pool, PN. The objedvi® investigate the contribution of those data
objects/patterns that are less vulnerable to the choicendbm selection of modes and to choose the most
diverse set of modes from the available Mode-Pool thatle utilized as initial modes for the K-mode
clustering algorithm. Experimentally they found that histmethod we get initial modes that are very
similar to the actual/desired modes and gives consistent atedt bletstering results with less variance of
clustering error than the traditional method of choosimgloan modes. Achtert E., Goldhofer S., Kriegel
H.P., Schubert E. and Zimek A. [76] have provided a toaligoally support the assessment of clustering
results in comparing multiple clusterings. Along the whg, suitability of a couple of clustering comparison
measures can be judged in different scenarios. This tosides best results when comparing with any
evaluation metric which breaks down the available informatim single number. A lot of evaluation
metrics are around, that are not always concordant nor @#sitgretable in judging the agreement of a pair
of clusterings.

2.19 New algorithm called DAGer

Dan Olteanu and Sebastiaan J. van Schaik [77-80] have proposad algorithm called DAGer to cluster
uncertain data. DAGger can work on arbitrarily correlatdd dad can compute both exact and approximate
clusterings with error guarantees. They demonstrate@d®A using a real-world scenario in which partial
discharge data from UK Power Networks is clustered tdigrasset failure in the energy network. Jampani
R., Xu F., Wu M., Perez L.L., Jermaine C.M. and Haas[B1]) have proposed a new approach to handling
enterprise-data uncertainty, embodied in a prototypesysalled MCDB approach, a system for managing
uncertain data that is based on a Monte Carlo approach. MERBsents uncertainty via “VG functions,”
which are used to pseudo randomly generate realized valuesnéertain attributes. VG (Variable
Generation) functions can be parameterized on the re$uB®Io queries over “parameter tables” that are
stored in the database, facilitating what-if analyses.sying parameters, and not probabilities, and by
estimating, rather than exactly computing, the probakdigyribution over possible query answers, MCDB
avoids many of the limitations of prior systems. Foaragple, MCDB can easily handle arbitrary joint
probability distributions over discrete or continuous attaby arbitrarily complex SQL queries, and
arbitrary functionals of the query-result distribution swshmeans, variances. In order to achieve good
performance, MCDB uses novel query processing techniquesjtengea query plan exactly once, but over
“tuple bundles” instead of ordinary tuples. Experiments indi¢hat their enhanced functionality can be
obtained with acceptable overheads relative to traditigrsabms.

2.20 Mining problem of clustering

Cormode G. and McGregor A. [82] have studied the core minindgiobf clustering on uncertain data,
and defined appropriate natural generalizations of standastedhg optimization criteria. Two variations
arise, depending on whether a data point is automaticalbgiagsd with its optimal center, or whether it
must be assigned to a fixed cluster no matter whereattigally located. In case of uncertain versions of k-
means and k-median, they show reductions to their @oneng weighted versions on data with no
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uncertainties. These are simple in the unassigned casedoirte some care for the assigned version. Their
most interesting results are for uncertain k-center, whiclergdizes both traditional k-center and k-median
objectives. They show a variety of bi-criteria approadion algorithms. Swagatam Das, Ajith Abraham,
Amit Konar [83,84] have proposexth application of DE(Differential Evolution) to the autamtio clustering

of large unlabeled data sets. In contrast to most oétteting clustering techniques, the proposed algorithm
requires no prior knowledge of the data to be classifieathd®, it determines the optimal number of
partitions of the data “on the run.” Superiority of the neethnd is demonstrated by comparing it with two
recently developed partitional clustering techniques and one pdpatarchical clustering algorithm. The
partitional clustering algorithms are based on two powevell-known optimization algorithms, namely the
genetic algorithm and the particle swarm optimization. ®aresting real-world application of the proposed
method to automatic segmentation of images is alsatexpo

2.21 Building an R-tree index

S.Thirunavukkarasu and Dr.K.P.Kaliyamurthie [85,86] hawppsed method of building an R-tree index in
order to organize uncertain objects. This can effelgtiveduce overheads pertaining to pruning. They
discussed the process of clustering uncertain objectthanasage of PDFs (Probability Density Functions)
to describe their locations is considered. they demdasttdK-means algorithm is inefficient for clustering
uncertain data. Biao Qin and Yuni Xia [87] used a new rulgedaon classification and prediction
technique for classifying the uncertain data. This d#lgor introduces new measures for generating,
pruning, and optimizing the rules. But it is not efficigrgkuning the data. Based on the new measures, the
optimal splitting attribute and splitting value can be idesdifand used for classification and prediction.
Their proposed u-Rule algorithm can process uncertaintyoih bumerical and categorical data. Their
experimental results show that u-Rule has excellent peaioce even when data is highly uncertain.

2.22 Dynamic cost-sensitive fussy clustering approach

B. Kao, R. Cheng, M. Chau, S. D. Lee, D. W. Cheung an¥.K(ip [88] have proposed a dynamic cost-
sensitive fussy clustering approach for uncertain datacbas the genetic algorithm (GADCSFA). They
gave definition of dynamic cost and adjacent interval, aaeditftertain attributes are disposed as the interval
number. Secondly, we give the method of fuzzy c-means dhtbased on the interval data, and the
interval numbers of fussy clustering solution and costeae coded by its centre and radius. At last, the
dynamic fussy clustering approach for uncertain datadbasethe genetic algorithm is structured, which
uses the genetic algorithm to search the optimal clagteentre and cost by the hybridization, the mutation
and selection. The experiments show that, compared to thefotisy clustering algorithm for uncertain
data, GADCSFA has higher classification accuracy and peaface, and the total expenditure is lower.
Guru, D. S. and Nagendraswam, H. S. [89] have proposedved similarity measure for estimating the
degree of similarity between two symbolic patterns, gaures of which are of interval type is proposed. A
method for clustering data patterns based on the mutudgdsiynvalue (MSV) and the concept of k-mutual
nearest neighbourhood is explored. The concept of mutual newigstbourhood exploits the mutual
closeness possessed by the patterns for clustering thenebgling the naturalistic proximity characteristics
of the patterns. Experiments on various datasets have been @shductder to study the efficacy of the
proposed methodology. Francesco Gullo, Giovanni Pémtgrea Tagarelli [90] have proposed a novel
formulation to the problem of clustering uncertain objeetseld on the minimization of the variance of the
mixture models that represent the clusters being discbvArelytical properties about the computation of
variance for cluster mixture models are derived and exgloiig a partitional clustering algorithm,
calledMMVar(Minimizing the variance). This algorithm achieves highoédfiicy since it does not need to
employ any distance measure between uncertain objectstiagpés have shown that MMVar is scalable
and outperforms state-of-the-art algorithms in terms efifciency, while achieving better average
performance in terms of accuracy.
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2.23 Uncertain object in discrete domain

Kulkarni V.V and Bag V.V [91] have modeled uncertain objedliscrete domain, where uncertain object is
treated as a discrete random variable. The Jenson-Shaivegence is used to measure the similarity
between two uncertain objects and integrate it into tparing and density based clustering approaches.
Experiments are performed to verify the effectivenessedficiency of model developed and results are at
par with existing approaches. Joshua Zhexue Huang and Arangariygb] used simple matching
dissimilarity measure for categorical objects usirgdde algorithm with a heuristic approach which allows
the use of th&mode paradigm to obtain a cluster with strong intratarity, and to efficiently cluster large
categorical data sets. It compares the two words and tidstfie similarity and dissimilarity measures. The
main aim of our paper is to derive rigorously the updatorgnéila of thek-mode clustering algorithm with
the new dissimilarity measure.

2.24 Clustering algorithm named CUDAP

Ping Jin, Shichao Qu, Yu Zong and Xin Li [92,93,94,95] haepased a novel clustering algorithm named
CUDAP (Clustering algorithm for Uncertain Data based on Apipnate backbone). In CUDAP, the steps
are (1) make M times random sampling on the original tiaicedata set Bto generate M sampled data sets
DS={Ds1,Ds2,...,DsM}; (2) capture the M local optimal dkréng results P={C1,C2,...,CM} from DS by
running UK-Medoids algorithm on each sample data sgtifk...M; (3) design a greedy search algorithm
to find out the approximate backbone(APB) from P; (4) Wi&xMedoids again on the original uncertain
data set B guided by new initialization which was generated from APBperimental results on synthetic
and real world data sets demonstrate the superiority girtiposed approach in terms of clustering quality
measures. Ajit Patil and M.D. Ingle [92] have proposqubpular technique Kullback-Leibler divergence
used to measures the distribution similarity betweenumeertain data objects. Integrates the effectiveness
of KL divergence into both partition and density based ehirgg algorithms to properly cluster uncertain
data. Calculation of KL-Divergence is very costly toveothis problem by using popular technique kernel
density estimation and employ the fast Gauss transforrhageb further speed up the computation to
decrease execution time. Lee S.D., Kao B. and Chen®®97] have proposed a novel method for
computing the EDs efficiently. It only works for a tan form of distance function. They developed an
optimization to the UK-means algorithm, which generalizeskfmeans algorithm to handle objects whose
locations are uncertain. The location of each obgdescribed by a probability density function (pdf). The
UK-means algorithm needs to compute expected distances (ERg}ebpeeach object and the cluster
representatives. The evaluation of ED from first prin@gke very costly operation, because the pdf 's are
different and arbitrary. But UK-means needs to evaludté @ EDs. This is a major performance burden of
the algorithm. They derived a formula for evaluating EDfciently. This tremendously reduces the
execution time of UK-means, as demonstrated by our predip experiments. They illustrated that this
optimized formula effectively reduces the UK-means probkemthe traditional clustering algorithm
addressed by the k-means algorithm.

2.25 Clustering algorithm named CUDAP

Le Li Zhiwen et al. [98] describes the automatic clasaifon technique by soft classifier for the
classification of uncertain data which appears in databsiseh as sensor, location biometrics information
databases with uncertainties. This data is generallyeicig® in nature. This soft classifier technique is based
on fuzzy c-means method with a fuzzy distance functiariassify uncertain objects. The advantage of this
method is that it works very well in uncertain data objéctisnot in certain data objects. Bin Wang, Gang
Xiao, Hao Yu and Xiaochun Yang [99] have proposed outliexati®in method which is useful in many real
time applications for clustering the uncertain data. They @atum distance-based outlier detection on
uncertain data, in which each data is affiliated with a mertanfidence value. They proposed a new
definition of outlier on uncertain data. Based on the ptagsethey discovered, both dynamic programming
approach (DPA) and grid-based pruning approach (GPA) arefosel@tecting outliers on uncertain data
efficiently. Detailed analysis and thorough experimental resldmonstrate the efficiency and scalability of
their method.

11
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2.26 K-meansalgorithm

Velmurugan [100] proposed a K-means algorithm to cluseeiddia. Here the given set of data is grouped
into K number of disjoint clusters, where the value of koide fixed in advance. The algorithm consists of
two separate phases: the first phase is to define Wlingintroids, one for each cluster. The next phase is t
take each point belonging to the given data set and assodiatihé nearest centroid. Generally Euclidean
distance is used as the measure to determine theagidtatween data and the centroids. Then the centroids
are recalculated and clustering is done with these newoadsitiThe process is repeated till the clusters are
not changed. K-means method is not that much efficienfuster the uncertain data, that is the main
disadvantage. Miss Pragati Pandey, Miss Prateeksha yandeMrs. Minu Choudhary [101-104] have
presented uncertain data mining and management applicafioeg.explored the various models utilized
for uncertain data representation in the field of uncertéata management. They discussed different
methodologies to process and mine uncertain data inetyaf forms. They examined traditional database
management methods such as join processing, query procesdivity estimation, OLAP queries, and
indexing for processing uncertain data. It is for findomgstraint frequent pattern from uncertain data and
to find all the frequent patterns first approach, and chéwee frequent patterns against the user constraints
as a post-processing step — to filter out the pattermsithaot satisfy the constraints.

2.27 Probability distribution similarity

Bin Jiang and Jian Pei [105] proposed a new method for dhugtencertain data based on their probability
distribution similarity. The previous methods extend traditigpetitioning clustering methods like K-
means, UK means and density-based clustering methods tdaimatata, thus rely on geometric distances
between data. Probability distributions, are esserfial characteristics of uncertain objects. Here
systematically model uncertain objects in both continuousieetete domains, where an uncertain object is
modeled as a continuous and discrete random variable, respeclihen use the well-known Kullback-
Leibler (KL) divergence to measure similarity betweeneutain objects in both the continuous and discrete
cases, and integrate it into K-medoid method to clusteerntain data. Compared to the traditional clustering
methods, K-Medoid clustering algorithm based on KL dieegg similarity is more efficient.

2.28 Construction of wavelet decompositions

Y Zhag C Aggarwaland P Yu[106] have proposed a new method for the construction of wavelet
decompositions of uncertain data on both the temporal azhipiistic aspects of the data, and designed a
strategy for optimizing the relative effect of bothmgmnents. Uncertain representations of data sets require
significantly more space, and it is therefore even nraportant to construct compressed representations for
such cases. They used a hierarchical optimization technigweder to construct the most effective
partitioning for our wavelet representation. They explored thfterent schemes which optimize the
uncertainty in the resulting representation. They showtliggincorporation of uncertainty into the design of
the wavelet representations significantly improves the ptession rate of the representation. They
presented experimental results illustrating the effeatgs of their approach.

2.29 Neur al networ k method

Some researchers have proposed a neural network methathd$sifying uncertain data (UNN). They

extended the conventional neural networks classifier abithwas taken not only certain data but also
uncertain probability distribution as the input. Theytsih with designing uncertain perceptron in linear
classification, and analyze how neurons use the new #ctivlunction to process data distribution as
inputs. They illustrated how perceptron generates classificptinciples upon the knowledge learned from
uncertain training data. They also constructed a multilayerahenetwork as a general classifier, and
proposed an optimization technique to accelerate thertgaprocess.

12
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2.30 Montecar|o database system

During 2009 some researchers have proposed montecarlo datgiase (MCDB) approach was developed
for uncertain data management based on the possible walthrgz to overcome the problem of
performance degradation in clustering uncertain data. Asntleithodology shows significant performance
and scalability enhancement, they adopt this method forfighe of mining on uncertain data. They
introduced a clustering methodology for uncertain data andrédbes current issues with this approach
within the field of clustering uncertain data. Then during 2@&8ne have proposed the concept of FCM
with Skew Divergence for clustering the uncertain datddge proposed Skew Divergence measure is quite
different from conventional ones from the viewpoint of eviihgaclustering results with uncertain data.
They used Skew-Divergence as the similarity measurteadsof Euclidean Distance which is the
conventional method to calculate the distance between closteéer and data point. It provides better
clustering results than the conventional methods. They pedplgbrid algorithm for which gives better
results for random data. A hybrid algorithm which comsireerarachical clustering with partitioning
method was discussed.

2.31 Intuitive probabilistic approach

In 2016 some researchers have proposed a new index basedntuitave probabilistic approach that is
applicable to overlapped clusters. Given that recenthgthas been a remarkable increase in the analysis of
data with naturally overlapped clusters, this new indexva to comparing clustering algorithms correctly.
After presenting the new index, experiments with artifieiad real datasets are shown and analyzed. Results
over a real social network are also presented andsdisdu The results indicate that the new index can
correctly measure the similarity between two partitiohghe dataset when there are different levels of
overlap in the analyzed clusters.

2.32 MinMax k-Means algorithm

In 2014 some have proposed the MinMax k-Means algorithm,thoehéhat assigns weights to the clusters
relative to their variance and optimizes a weighted versfathe k-Means objective. Weights are learned
together with the cluster assignments, through an iterptdeedure. The proposed weighting scheme limits
the emergence of large variance clusters and allows higlitygsolutions to be systematically uncovered,
irrespective of the initialization. Experiments verify #fectiveness of our approach and its robustness over
bad initializations, as it compares favorably to both &bl and other methods from the literature that
consider the k-Means initialization problem. Then in 20&fe have proposed a method that combines
Kullback-Leibler & Shennon Entropy (KLSE) in which the KL digence method measures the similarity
between objects using probability distribution and Shennon Entregasures the uncertainty in a random
variable. Herewith, in the dissimilarity between objeatsl inter-cluster distance are also considered to
improve the cluster quality. Then in 2002 some have proposewvalnstering method called CLARANS
(Clustering Large Application Based upon RANdomized S§amhose aim is to identify spatial structures
that may be present in the data. Experimental resultsatedihat, when compared with existing clustering
methods, CLARANS is very efficient and effective. CLARS can handle not only point objects, but also
polygon objects efficiently. One of the methods consideselied the IR-approximation, is very efficient in
clustering convex and nonconvex polygon objects. Third, buildingmoft CLARANS, the paper develops
two spatial data mining algorithms that aim to discoxaationships between spatial and non spatial
attributes. Both algorithms can discover knowledge thaifficult to find with existing spatial data mining
algorithms. Yuni Xia and Bowei Xi [87] have extended tradiil conceptual clustering algorithm to
explicitly handle uncertainty in data values. They proposed n&aw utlity (TU) index for measuring the
quality of the clustering. They developed improved algoritfongfficiently clustering uncertain categorical
data, based on the COBWEB conceptual clustering algoriffxperimental results using real datasets
demonstrated how these algorithms and new TU measure cativefie improve the performance of
clustering through the use of internal probabilistic infation.
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2.33 Based on genetic algorithm

C. Y. Liu [107] have proposed a method on cost-sensitivetering for uncertain data based on genetic
algorithm (CSUDC). First, give the cost-sensitive leagnfor uncertain data. Use the interval to dispose
continuous and discrete attribute of uncertain data, sotrdditional clustering method can cope with
uncertain data. Second, a cost-sensitive clustering metimagn€ertain data is presented. Adopt the real
encoding for the clustering data in genetic algorithm. Thémaptcluster centers are searched by the
selection, the crossover and mutation. The experimentaltseshow, compared to the rest of the several
common clustering method for uncertain data, CSUDC has higheraay of classification, and takes the
total low cost in the clustering process. In recerdryenaive bayes and neural network were modified to
handle the uncertain data. Jiangtao Ren, Sati DanXiaelu Chen. Ben Kao, Reynold Cheng and David
Cheung [60] have proposed a naive Bayes classificalgoritam for uncertain data with a pdf. They
addressed the problem of extending traditional naive Baystelmo the classification of uncertain data.
They have extended the kernel density estimation methodnidiehancertain data. For particular kernel
functions and probability distributions, the double integral amelytically evaluated to give a closed-form
formula, allowing an efficient formula-based algorithm. Esige experiments on several UCI datasets
showed that the uncertain naive Bayes model considering thpdfulnformation of uncertain data was
produced classifiers with higher accuracy than the traditiomalel using the mean as the representative
value of uncertain data. Time complexity analysis anfopmance analysis based on experiments showed
that the formula-based approach has great advantagethesample-based approach.

3 Conclusions

Numerous traditional Clustering algorithms for uncertita have been proposed in the literature such as k-
medoid, global kernel k-means, k-mode, u-rule, uk-meansitidgg Uncertainty-Lineage database, Fuzzy
c-means algorithm. Many authors presented the UK-meansthlg as a case study and illustrate how the
proposed algorithm was applied. With the increasing contylexireal-world data brought by advanced
sensor devices, they believed that uncertain data minisqawamportant and significant research area. The
purpose of this paper is to present a literature stisdjoandation work for doing further research on
traditional clustering algorithms for uncertain data, as @faPhD thesis work of first author.

4 Future Study about the Clustering Algorithmswith Uncertain Data

There are scopes for further research in this directém are working on finding out efficient methods to
initialize the modes. In future, we will be able to ard the work by using a hypothesis as keeping
aggregate of clusters as mode for clustering uncertaénil@ more optimal manner. The long term goal of
this approach is to provide new algorithms that use combinati@Toees or B+ trees for improving the
efficiency of clustering results. We intend to apply thisdel in a wider variety of applications for different
real time datasets.
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